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Abstract: Monte Carlo simulations with statistical perturbation theory and the OPLS potential functions 
were employed to calculate the absolute free energies of binding between 9-methyladenine (A) and I- 
methyluracil (U) and between 9-methylguanine (G) and 1-methylcytosine (C). The results for both A-U 
(ca. -3.6 kcal/mol) and G-C (ca. -7.9 kcal/mol) compare well with the values from experimentally 
determmed association constants for these systems. Several thermodynamic cycles were also considered 

that demonstrated the high precision of the methodology. 

Introduction 

Durmg the past decade the use of Monte Carlo and molecular dynamics simulations as tools for studymg 

chemical processes in solution has grown rapidly. 1,2 A major reason for the surge of activity IS the advance- 

ment that has been made m the accurate calculation of free energies in solution,3*4 which facilitates duect 

comparisons between theory and experiment. Applications of such calculations are numerous and diverse, 

with examples including free energies of solvation,5 relative pK, values6 and partition coefficients,’ confor- 

mational equilibria,s energetics of ion pairs, g binding in host-guest systems” and in biomolecules,” and 

chemical reactions.12 In this paper we report the use of free energy calculations In Monte Carlo simulations 

to quantify the association of nucleotide base pairs in chloroform. 

The hydrogen bonded base pairs between adenine and thymine or uracll and between guanine and 

cytosine are central elements m the structure of nucleic acids and in the processes of replication, trdn- 

scription, and translation of the genetic code. Consequently, numerous mvestlgators have studied the 

association of nucleotide bases usmg both experimental and theoretlcal approaches The expelimentnl 

work has used a variety of methods, including infrared13 and NMR spectroscopy,14 mass spcctrometry,” 

calorlmetry,16 and phase solubility methods. ” The theoretical studies mclucle the apphcatlons of various 

levels of multipole approximations,ls ab initio calculations, lti,lg and, of course, Monte Carlo and molecu- 

lar dynamics simulations. *OY In previous work, we computed the difference In free energies of bindmg for 

9-methylguanine with 1-methylcytosine (G-C) and 9-methyladenine with 1-methyluracil (A-U).22 These 

studies are now extended to the calculation of the absolute free energies of binding for these base pairs 

This provides important tests of our methodology and intermolecular potential functions. 

2491 



2492 
J. PRANATA and W. L. JORGENSEN 

Methodology 

Both Monte Carlo and molecular dynamics simulations rely on statistical mechanical averages to ob- 

tain equilibrium thermodynamic properties of a system. The system typically consists of one or two solute 

molecules and several hundred solvent molecules in a cubic or rectangular box. Periodic boundary con- 

ditions are invoked, in which the central box is surrounded in all directions by its images, in order to 

avold boundary effects and to allow representation of a bulk fluid by a manageable number of molecules. 

In molecular dynamics, the time evolution of the system is traced by numerical integration of Newton’s 

equations of motion, and time averages are used to calculate thermodynamic properties.2 In Monte Carlo 

simulations, the averages are performed over millions of instantaneous geometrical configurations that 

are selected by the Metropolis algorithm,23 occasionally augmented by umbrella sampling24 (in which an 

artificial biasing function is added to the potential energy) and preferential sampling25 (in which solvent 

molecules near the solutes are moved more frequently than those farther away). 

Of central importance to the simulations is the intermolecular potential functions that describe the 

interactions between the components of the system. The OPLS potential functions from our laboratory 

represent the intermolecular interaction energies by Coulombic and Lennard-Jones terms between sites 

centered on the nuclei (eq. 1). 26 Thus, the interaction energy between molecules a and b is given by the 

sum of the interactions between sites 2 on a and sites j on b. The Lennard-Jones parameters A and C 

are related to the more familiar c and c by A,, = 4e,a,‘? and C,, = 4~7:~ and the combining rules are 

A,, = (&‘$,)‘I2 and C& = (C&,)‘~2. 

The OPLS parameters have been optimized to reproduce experimental thermodynamic and structural 

results for ca. 40 pure organic liquids and water. 26 Additional parameters, e.g., for ions, were developed 

largely by fitting to the results of ab initio calculations on ion-solvent molecule complexes.6*2’ Parameters 

for the nucleotide bases were developed in an analogous manner.22 

For the present purposes, it is important to note that the di$erence in free energies between two systems 

can be obtained via statistical perturbation theory (eq. 2),2s as long as the two systems are similar. Thus, 

G, - G, = -kBT ln(exp[-(HJ - ff,)/kBT]), 

AG between systems z and 3 is expressed as an average of a function of their energy difference. The 

averaging 1s for samplmg based on system z, so 1 IS treated as the perturbed system. For systems that 

differ too much to be treated by a single perturbation, multiple simulations can be run to connect z and 1 

through intermediate points using a couphng parameter, X (eq. 3). Features [ of the system, including the 

geometry and potential functions, can t,hen be interconverted as X goes from 0 to 1. Typically X represents 
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the linear admixture of i and j, so A = 0.3, for example, represents an intermediate system with 70% i 

character and 30% j character. 

The calculation of absolute free energies of binding (AGb) using Monte Carlo or molecular dynamics 

simulations can be done in several ways. One can calculate the free energy profile or “potential of mean 

force.” (pmf), u)(r), as a function of intersolute separation. In this case the perturbation variable X can 

be the separation of the centers-of-mass. The association constant (K.) is obtained by integration of the 

PMF to a cutoff limit c that defines association (eq. 4),2g and AGb is given by -bBTln I(,. 

K,, = 4u J ‘r* 
0 

exp(-cu(r)/keT) dr (4) 

This approach has been applied to the association of ion pairs in water,gd a pair of N-methylacetamide 

molecules in water and chloroform ,3o two N-methylformamide molecules in water and CC14,31 the A-T 

base pair in water,*lb the uracil-2,6-diaminopyridine (U-DAP) base pair in chloroform,22b and a crown 

ether-potassium ion complex in water. lot One difficulty with this method is that eq. 2 only gives free 

energy differences, so the pmf must be zeroed by some other means. Another difficulty is that eq. 4 

requires complete orientational averaging for the solutes. 

Another route to AG, comes from consideration of the following thermodynamic cycle. Clearly, AGb = 

AG 
E + S --) E-S gas phase 

AGz 1 1 AGB 1 AG 

E + S 4 E-S solution 

A(% 

AG1 + AG, - AG2 - AG3. So th e calculation requires a knowledge of the gas-phase binding free energy 

(AGi) and the free energies of solvation for the individual solutes (AGs and AGs) and the complex (AGI). 

AGi can come from gas-phase calculations, while the other AG’s can come from the differences in free 

energy changes from pairs of simulations in which the solute or complex is made to vanish in the gas phase 

and in solution.32 This procedure was used by Cieplak and Kollman to obtain AGb’s for the base pairs 

A-T and G-C in water.21’ 

A less arduous procedure can be gleaned from the following re1ationship.m AGb is obtained as AGz - 

AGI. All that is needed are two simulations in solution, one in which S disappears by itself and one in 

which it disappears while bound to E. Note also that if contributions from internal degrees of freedom 
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E -* E-s -AGi 

S A 0 AGz 

E + S ---) E-S AGb 

are neglected, -AGz is simply the free energy of solvation for S. This procedure is called the “double 

annihilation method”. It has been used to calculated AGb for two methane molecules in water,33 two 

N-methylformamide mole&les in water and CC14,31 and the binding of adenine to a molecular tweezer 

in chloroform.lOd It is the method we have used for the present study. The calculations still require 

substantial computational effort since the disappearence of a solute must be done gradually, using numerous 

simulations at different values of X. 

Calculation of relative free energies of binding (AAG b are considerably less demanding, because the ) 

changes involved are usually much less severe. Consideration of the thermodynamic cycle below leads 

AG 
El + SI + El-S1 

AGB 1 1 AG4 1 AGs 

Ez + S2 ---+ E2-S2 
AC& 

to AAGb z AGi - AGz = AG3 + AGd - AGs. Many calculations of this type have been reported, 

with applications to host-guest systemslOa*bsd and to enzyme-substratelia and drug-DNA binding.llb Our 

earlier calculation of the relative binding free energy between G-C vs A-U also falls into this category. ” 

Computational Details 

The absolute free energy of binding for each base pair (A-U and G-C) was calculated m two ways. 

The first consists of a double annihilation of the pyrimidines (U and C), while the second features double 

annihilation of the purines (A and G). Thus, a total of eight perturbation calculations were carried out. 

The Monte Carlo simulations were performed in the isothermal-isobaric ensemble at 25 “C and 1 atm. 

Annihilation of the individual bases was performed with 125 chloroform molecules as the solvent in a cubic 

box with dimensions ca. 26 x 26 x 26 A3. For the annihilation of a base from a base pair, the number 

of solvent molecules was 185 and the cell dimensions were ca. 26 x 26 x 39 A3. Simulations for the 

complexes were started with the base pairs in the Watson-Crick orientation. The bases were allowed to 

move independently of one another. 

Intermolecular interaction energies were calculated using the OPLS potential functions. For the nu- 
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cleotide bases these are in an all-atom format, i.e., all atoms are explicitly represented including the 

hydrogens bound to carbons. 22 The geometries for the individual bases were the same as in the prior 

studies.22 For chloroform, a four-site model is used with the four sites corresponding to the three chlorine 

atoms and a carbon atom with an implicit hydrogen. ‘I The solvent-solvent interactions were truncated 

at a C-C separation of 12 I% and the solute-solvent interactions were included if the chloroform carbon 

atom was within 12 A of any solute atom. A switching function was used to feather quadratically the 

interactions to zero over the last 0.5 A. 

Each simulation consisted of 0.5 - 1.0 x 106 configurations of equilibration followed by averaging over 

2.0 x lo6 configurations. Averages were computed separately for blocks of 2.0 x lo5 configurations to pro- 

vide estimates of statistical uncertainties in the AG’s. The configurations were generated by Metropolisz3 

and preferential sampling25 algorithms. 

The simulations also feature “double-wide sampling” in which the perturbations are performed in both 

directions, i.e, towards smaller and larger values of X simultaneously. 5a This enables the computation of 

two incremental AG’s from one simulation. Another feature is decoupling of the electrostatic and van 

der Waals interactions;5c each annihilation was performed by first gradually reducing the partial charges 

to zero without perturbing the Lennard-Jones parameters, followed by gradual reduction of the u’s and 

c’s while simultaneously shrinking the molecule to a single point. It has been found that without this 

decoupling, oppositely charged sites draw close which causes unacceptable fluctuations m the free energy 

increments.rar 

The perturbation steps (AA’s) were not uniform, but were kept small enough so that the magnitudes 

of the incremental AG’s do not exceed ca. 1 kcal/mol and their uncertainties (zt la) do not exceed ca. 

0 1 kcal/mol. This required 10 - IS increments in the electrostatic part and 18 - 24 increments in the van 

der Waals part of the calculations 

All simulations were performed wrth the BOSS program (version 2 8) on Silicon Graphics 4D and Sun 

workstations in our laboratory. 

Results and Discussion 

The free energy changes computed for the various annihilation processes are shown in Table I. In 

converting these AG’s to free energies of binding, one must take into account the possibility of multiple 

binding conformations. Foi A-U, there are four doubly hydrogen bonded conformations that are essentially 

rsoenergetic: the Watson-Crick and Hoogsteen forms and their revelsed counterparts 22b One can thus 

assume each of these four to be present in approximately equal amounts However, 0~11 simulations take 

into account only the Watson-Crick form. Thus, there is a correction factor of RT hi 4 to be added to 

AG~_u_.+A) and AG(.MJ~u). 34 This correction factor is included in the AG values shown in Table I. No such 

correction is necessary for G-C, because the triply hydrogen bonded Watson-Crick form is considerably 

more stable than any other possible bmding conformation. 22h It is therefore expected to be predominant. 
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Table I. Calculated Free Energy Differences (kcal/mol) 
Process Electrostatic Part Van der Waals Part Total 

1 u-r0 2.2fO.l 11.3f0.2 13.6f0.2 
2 A-U+A 4.050.2 
3 A+0 2.8fO.l 
4 A-U+U 5.2fO.l 
5 c+o 4.7fO.l 
6 G-C+G 12.5f0.2 
7 G+O 5.3fO.l 
8 G-C-C 13.2f0.2 
9 A+U+A-U (from 1 and 2) 

lo A+U+A-U (from 3 and 4) 
11 G+C+G-C (from 5 and 6) 
12 G+C+G-C (from 7 and 8) 
.With RT In 4 correction. 

12.0f0.3 
11.8f0.2 
12.550.3 
10.5f0.2 
10.6f0.6 
13.1f0.3 
12.9f0.3 

16.8f0.3’ 
14.6f0.2 
18.6f0.3’ 
15.2f0.3 
23.1f0.4 
18.3f0.3 
26.1f0.3 

-3.250.4 
-4.Of0.4 
-7.9f0.5 
-7.8f0.4 

As seen in Table I, similar values of AGb are obtained for both base pairs from the two double an- 

nihilations. We point out that the two calculations for each base pair are completely independent. The 

similarity of the results thus provides confidence in the methodology. Support for the potential functions 

comes from comparisons with experimental data. The reported association constants for A-U from in- 

frared spectroscopic studies is 100 f 20 Me1,13 which translates into a AG, of -2.7 kcal/mol, while the 

present results is -3 to -4 kcal/mol. For G-C, the association constant has been estimated to be in the 

range of lo4 - lo5 Mml,la’ which translates into a AGb of -5.5 to -6.8 kcal/mol. Considering that the 

experimental values are “rough estimates ” 13a the accord with our calculated AGb’s is quite good. , 

Decoupling of the electrostatic and van der Waals terms in the calculations allows analysis of the source 

of the interactions in base pairing in chloroform. The data in Table I clearly show that these interactions are 

mainly electrostatic in nature, e.g., for C + 0 and G-C + G the van der Waals terms are nearly identical, 

while the electrostatic terms differ by 7.8 kcal/mol. This is of course due to hydrogen bonding. In contrast, 

the solvation of the individual bases by chloroform is dominated by the van der Waals interactions. The 

absence of hydrogen bonding with the solvent allows the solutes to hydrogen bond with one another. This 

is in accord with traditional ideas about base pairing in a nonpolar medium.35 

In the earlier study we reported the relative binding free energy between G-C and A-U to be -7.2 f 

0.3 kcal/mo1.22 This value came from three separate series of simulations in which G was converted to A, C 

to U, and G-C to A-U. Individual AG’s for these processes are AG(o_*l = 3.7 i 0.2 kcal/mol, AG(o_,u) 

= 1.9 f 0.2 kcal/mol, and AG(o-o+~_u) = 12.8 f 0.2 kcal/mol. Compared to the present results, AAGb is 

too negative. The source of this discrepancy appears to be associated with the use of harmonic constraints 

for the G-C + A-U process. 22 When the calculation is repeated without the use of the constraints, the 

recomputed value of AG,o_o_A_u) is 10.3 f 0.2 kcal/mol. With this new value, AAGb between G-C and 
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C 0 0 

26.1f0.3 T 18.3f0.3 t t 15.2f0.3 t 23.1f0.4 

G-C c G+C --3 G-C 

10.3f0.2 1 3.7f0.2 1 1 1.9f0.2 1 10.3rtO.2 

A-U c A + U 4 A-U 

18.6f0.3 1 14.6f0.2 1 1 13.6f0.3 1 16.8f0.3 

U 0 0 A 

Figure 1. Free energy differences (kcal/mol) from the various perturbation calculations. 

Table II. Thermodynamic Cycles from Figure 1 
Cycle AG (kcal/mol) 

o+ u + c 40 -0.3 
O+ A + G -+O 0.0 
A+A-U+G-C+G+A -0.3 
U+A-U+G-C+C+U -0.9 

A-U becomes -4.7 f 0.3 kcal/mol, in excellent agreement with the present calculations. * 

The free energy differences for the various processes involving the four nucleotide bases are collected 

in Figure 1. Presentation of the data in this manner allows easy identification of various thermodynamic 

cycles in addition to the ones involved in the AGt, calculations. Some of these are shown in Table II. 

The errors are quite small and within the statistical uncertainties of the calculations. Although the cycles 

are not all independent of one another, we point out that these data represent eleven independent free 

energy calculations that are nicely consistent with each other. We further note that the AG’s involved are 

nontrivial; some have magnitudes greater than 20 kcal/mol. The closure of these thermodynamic cycles 

is an impressive validation of the present methodology. The large number of increments that have been 

used for the annihilations is critical to this success. 

In an earlier calculation of this type a tendency was noted for the magnitudes of the free energy 

changes to be slightly smaller for exoergic perturbations than for endoergic ones.lod This trend has been 

*One of the main points of the earlier paper was the similarity of AGb’s between A-U and U-DAP 
(1-methyluracil-2,6_diaminopyridine), which came from the similarities of AAGb’s between G-C vs. A- 
U and G-C vs. U-DAP. The present result does not invalidate this point, because a recalculation of 
AGco_o_u_nAPl without the harmonic constraints leads to a AAGb of -5.1 f 0.7 kcal/mol between G-C 
and U-DAP. This is again similar to the new value of -4.7 kcal/mol for AAGb between G-C vs. A- 
U. Thus, the errors introduced by the use of the harmonic constraints apparently cancel out. We are 
currently investigating the source of the problems associated with the use of harmonic constraints in the 
earlier simulations. 
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Table III. Free Energy Changes (kcal/mol) for the 
van der Waals Part of the U+O Process 

A, A, A&., AC,+, 
0.00 0.05 0.785f0.094 -0.781f0.062 
0.05 0.10 0.979f0.057 
0.10 0.15 0.764f0.116 
0.15 0.20 0.900f0.035 
0.20 0.25 0.708f0.068 
0.25 0.30 0.737f0.075 
0.30 0.35 0.735f0.054 
0.35 0.40 0.644f0.092 
0.40 0.45 0.450f0.079 
0.45 0.50 0.720f0.069 
0.50 0.55 0.661&0.043 
0.55 0.60 0.580f0.043 
0.60 0.65 0.647f0.072 
0.65 0.70 0.615f0.062 
0.70 0.75 0.637f0.020 
0.75 0.80 0.555f0.027 
0.80 0.80 0.903f0.023 

-0.694f0.092 

-0.632f0.039 
-0.663f0.079 

-0.685f0.068 
-0.648f0.033 
-0.539f0.040 
-0.496f0.075 
-0.613f0.083 
-0.509*0.052 
-0.521~bO.026 
-0.546f0.025 
-0.514f0.023 
-0.528f0.019 
-0.467f0.019 
-0.465f0.010 
-0.581f0.030 

0.90 1.00 0.248f0.018 -0.154f0.012 
Totals 12.268f0.272 -10.036f0.215 

investigated further using the van der Waals part of the U -+ 0 process. Another set of simulations with 

double-wide sampling was run using values of X which overlap those from the previous series. This allows 

the accumulation of free energy changes for processes exclusively in the forward (U -+ 0) and backward 

(0 -+ U) directions. The results are shown in Table III. The total AG from the second set of simulations 

with double wide sampling is 11.0 f 0.3 kcal/ mo , 1 in agreement with the earlier value (11.3 kcal/mol; 

Table I). However, as seen in Table III, accumulation of free energy changes exclusively m the forward 

duection gives a AG of 12.3 kcal/mol, while in the backward direction it gives 10.0 kcal/mol. This is the 

same tendency observed earlier. The average, 11.2 kcal/mol, may be considered the best estimate of the 

true AG. It is apparent that double wide sampling also provides an excellent estimate of this value, as 

found and analyzed previously.‘c” Basically, even for small Ax, the calculated AG’s tend to be a little too 

positive. In the U + 0 calculation, the forward process has positive AG’s, therefore the magnitudes of the 

calculated values will he too large. Conversely the magnitudes of AG’s in the backward process, which are 

negative, will be too small. These systematic errors cancel out in a double-wide sampling calculation, in 

which half the perturbations are performed in the forward direction and half in the backward direction.‘” 

The individual errors can be minimized by using very small perturbation steps, so that the displacement 

of the perturbed system is insignificant. This point is confirmed by zooming in on the X = 0.05 - 0.10 

window of the U + 0 calculation (Table IV). Calculation of AG in this window with AA’s of 0.01 results in 

nearly iclentrcal values in the forward and backward directions Comparison with the values calculated with 
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Table IV. Free Energy Changes (kcal/mol) for the van der Waals 
Part of the U+O Process (with small AX’s) 

A, A, A&, AG,-., 
0.05 0.06 0.147f0.010 -0.151f0.008 
0.06 0.07 0.156f0.010 -0.152f0.009 
0.07 0.08 0.153f0.010 -0.138f0.012 
0.08 0.09 0.135f0.014 -0.169f0.013 
0.09 0.10 0.167-+0.013 -0.147f0.010 

Totals 0.758f0.026 -0.757f0.024 

the larger Ax’s (Table III) verifies the hypothesis: the magnitude of AG from the forward perturbation is 

too large and from the backward perturbation too small. Or, if their signs are considered, they are both 

too positive. This analysis shows the utility of the double-wide sampling procedure. Not only does it give 

twice the number of free energy increments, it also provides a better estimate of the accumulated AG’s 

than simulations that are run in only one direction. 

Conclusions 

Monte Carlo simulations with statistical perturbation theory have been performed to calculate the 

absolute free energies of binding for G-C and A-U base pairs in chloroform. The quality of the methodology 

was demonstrated by consideration of various thermodynamic cycles which showed good consistency m 

the free energy changes. Favorable comparisons with experimental data provided additional validation of 

the procedures and intermolecular potential functions. 

On the technical side, it is recommended that perturbation calculations of this type be carried out using 

the double-wide sampling procedure. 5a Systematic errors present in unidirectional perturbation calculations 

tend to cancel in this procedure, leading to more accurate results. 
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